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A numerical technique is presented to approximate weak solutions of 
hyperbolic systems of conservation laws in one and two space dimen- 
sions. When strong shocks are present in the exact solution other 
techniques rely on approximate Riemann problem solvers to cope with 
this difficulty. The high-order approach here does not use approximate 
Riemann solvers as a building block and is therefore considerably easier 
to implement compared to the usual methods. Moreover, the approach 
here yields sharp nonoscillatory shocks, sharp corners at the base of 
rarefaction waves and has high order accuracy in regions where the 
solution is smooth. For the scalar one-dimensional problem the 
theoretical results confirm the reliability of this approach. ic’ 1992 

Academc Press, Inc 

1. INTRODUCTION 

In this paper, we present a shock-capturing finite dif- 
ference method for systems of hyperbolic conservation laws 

which is competitive in performance with the best present- 
day methods while avoiding the need to solve Riemann 
problems either analytically or approximately. Moreover, 
the resulting computer program can be extremely short even 
while solving complicated multidimensional hyperbolic 
systems. 

It is my sad duty to report the tragic death of my good friend and 
colleague Alan Weiser. I-je passed away on September 25, 1991, at the 
age of thirty six years. He was one of the kindest and brightest persons 
I have ever known. All who knew him are sure to agree. He will be 
missed. Richard Sanders 

(1) No Riemann problems are solved. Analytic solu- 
tions to Riemann problems are available for special classes 
of problems, such as scalar equations [lo] or gas dynamics 
[6], but they are not readily found, in general. Further- 
more, plausible approximate Riemann solvers may not be 
adequately robust. For example, Roe’s scheme leaves 
certain expansion shocks fixed [8]. 

(2) The method is easy to program and to vectorize. 
(3) The method has a three-point stencil. This compares 

to a five-point stencil for second-order Godunov methods 
[ 1 ] and the PPM method [4] and a nine-point stencil for 
the fourth-order EN0 method [7]. 

* Research supported in part by NSF Grant DMS 87-03383 and in part Some disadvantages of the method discussed here 
by EPR contract PR-10434. compared to conventional methods are: 

The method we present here can be thought of as a con- 
servative version of the modified method of characteristics 
[S]. A staggered spatial mesh is employed so that com- 
plicated nonlinear waves coming from nonconstant data 
separated by jump discontinuities can be neglected during 
the calculation of numerical flux functions. Other methods, 
using nonstaggered meshes, require a great deal of overhead 
to both develop the computer program and to compute the 
numerical fluxes during execution. One possible drawback 
of using a staggered mesh is the amount of numerical diffu- 
sion encountered when capturing slowly moving waves. To 
eliminate this possible drawback we consider a new type of 
reconstruction algorithm. Specifically, we reconstruct point 
values and cell averages into piecewise linear functions with 
hinges. By introducing a hinge in the reconstruction it is 
possible to resolve fixed discontinuities for all time with only 
a two-zone transition. 

Some advantage of the method discussed here compared 
to conventional techniques include: 
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(1) The method requires half the usual CFL time step 
stability limit. 

(2) The method uses a nonstandard staggered grid. This 
makes it more difficult to incorporate into existing finite 
difference codes. 

(3) For two-dimensional problems, the method 
requires twice the usual number of one-dimensional sweeps 
per time step. However, this additional cost is offset by the 
cheaper cost per time step. 

2 

2.1. The Evolution Algorithm 

We begin the development by discussing the staggered 
mesh time evolution scheme for the one-dimensional 
Cauchy problem 

-$+-&)=O. 
(2.1) 

u(x, 0) = q)(x). 

Given initial data u,(x), we wish to construct an 
approximation u’(x) x u(x, At), using both point value 
information about u(x, d t) coming from the characteristics 
of (2.1) and cell average information coming from the 
divergence theorem applied to (2.1). Consider a set of grid 
points . . < x, _ , < X, < x., + 1 . . . and two partitions of the 
real line 

(2.2a) 

(2.2b) 

where $” is the set of even integers, 2’ is the set of odd 
integers, and where I, denotes the interval [x, ~, , xj+ , ). 
Note that (2.2b) is a staggering of (2.2a). For ease of exposi- 
tion we assume that each interval has equal length 
Ax=x,+,-x,p,. Functions of bounded variation are 
mapped onto intervals Zj by what we refer to as a local 
reconstruction operator. We denote the jth local 
reconstruction operator applied to a function u(x) by 
gj(u)(x). Throughout, Bj(u) will be required to satisfy to 
conservation property 

I,, .9tj(u)(x) dx = j u(x) dx. 
4 

In this paper, Bj(u)(x) will always be completely deter- 
mined by the values of u(x,- i), u(xj+ 1) and the mean value 
of u(x) over the interval Zj. Bj(u)(x) should be thought 
of as a continuous, finite degree of freedom, cell average 

preserving approximation to u(x) valid on the interval I,. 
Particular choices for local reconstructions are discussed in 
Section 2.2. On partition (2.2a) the global reconstruction of 
a function u(x) is given by 

and on partition (2.2b) the global reconstruction is given by 

where x,(x) is the characteristic function of the interval Z,. 
We discretize time into strips with endpoints t”, where 

to = 0 and t”+ ’ = t” + At”. At time level to the initial data are 
reconstructed on partition (2.2a) by 2’ and we define u”(x) 
by 

uO(x) = &?“(uo)(x). (2.3a) 

Denote the exact solution of (2.1) with initial data 
u(x, 0) = v(x) by the solution operator Y( t, v)(x). We wish 
to determine the reconstruction of Y(At’, u’)(x) on the 
staggered partition (2.2b). That is, we wish to determine 
d(x), where 

u’(x) = 9’(Y(At”, u”))(x). (2.3b) 

On the staggered partition (2.2b), exact interval averages 
and interval endpoint values of Y(AtO, u’)(x) can easily be 
calculated when (2.1) is a single nonlinear equation or when 
(2.1) is a linear hyperbolic system. To initially motivate 
matters, suppose that u is scalar and takef(u) = au for some 
constant a. Define 

zj; =&j- Y(At’, u’)(x) dx. 
1, 

Using the divergence theorem applied to (2.1) we readily 
find that 

1 q =- 
s Ax I, 

u’(x) dx 

(2.4) 

where sik , +a At”=xjk,. Furthermore, since Y(t, u’)(x) 
is constant along straight lines x - at = const, we have that 

Y(AtOv UO)(Xj+ 1) = u”(sjk 1). (2.5) 

We then can determine u’(x) = B’(Y(At’, u”))(x) from 
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the values computed in (2.4) and (2.5). Continuing 
this staggered grid recipe for n 2 1 allows one to com- 
pute zP(~)=&?“(Y(dt~~‘, u”~‘))(x)~:(x, t”), where the 
staggering is reflected by the fact that 

J$n=yn--2, 

A natural question to ask at this point is: Why jump back 
and forth between grid zero and grid one? Of course, for a 
linear problem there is little point for this. However, for a 
nonlinear problem there is an important advantage to this 
approach. The reconstruction algorithm .&Y(u) does not 
always yield a continuous approximation at cell interface 
points xi forj $ f”. To resolve the resulting nonlinear waves 
coming from a jump discontinuity when the states to the left 
and right of the jump are not constant is a problem we wish 
to avoid. Suppose there is a jump at the space-time coor- 
dinate (x,, t”). Consider the cone given by the coordinates: 
(x,, t”), (xi-,, tnfl), (x,, i, t”+‘). For fn+’ -t” sufficiently 
small, all waves coming from the jump discontinuity are 
trapped within the cone. Therefore, it is possible to compute 
the correct fluxes in (2.4) without resolving the complicated 
wave structure contained within the cone. When the 
reconstruction is piecewise constant this staggered 
approach is often referred to as the Lax-Friedrichs method. 

Suppose now we allowf(u) to be nonlinear; however, we 
still assume it is scalar. First, for each n 2 0, we require the 
CFL restriction 

g” yEa; If’(u”(x))l < $, (2.6a) 

where 8 = At”/Ax; note that this is twice as restrictive as the 
usual CFL restriction. Second, we require an additional 
restriction concerning the magnitudes of the derivatives of 
each local reconstruction. Specifically, we require that 

(2.6b) 

for each j E /“. In practice (2.6a) controls the time step size 
At; then (2.6b) is enforced by limiting the slope of the 
reconstruction gj(zP). One possible way to enforce (2.6b) in 
those instances when it is violated is to form an appropriate 
post-convex combination of Bj(u) with zij. With (2.6a) and 
(2.6b) we have the following lemma. 

LEMMA 2.1. Assume (2.6) is satisfied and f'(u) is a 
Lipschitz continuous function. For each j E f”, there is a 
unique backward characteristic of (2.1) from point xi at time 
level n + 1 back to a point sj E Ij at time level n. 

Proof: The result follows by considering the charac- 
teristic equation for (2.1 ) 

x(u;s)=~‘(u(.P)) At”+s. i2.7) 

x( u”; s) is a continuous function and (2.6b) implies that it is 
strictly increasing in s. (2.6a) implies that x( .; s) is greater 
than x,at s=xj+, and less than x, at s = x, , . Continuity 
now makes the result obvious. 1 

Suppose that u”(x) is known. We wish to determine 

u”+ l(x) = W+ ‘(<Y(At”, u”))(x), 

where, as before, Y(t, v)(x) is the solution of (2.1) with 
initial data u(x, 0) = v(x). To accomplish this, we do not 
need to know Y(At”, U”)(X) at all points; we only need its 
cell averages and its values at points xj, jE f”. First, for 
each j E 2” solve the nonlinear characteristic equation 

x( u”; s,) = xi, (2.8) 

for the unknown sj and evaluate zP(s,). Since Y(t, u’)(x) is 
constant along characteristics in regions of continuity (this 
is a reason for staggering), we again have 

Y(At”, u”)(x,) = u”(s,). (2.9) 

For eachj6 f”+’ we wish to compute the new cell average 

ti;+’ =- ;, j Y(At”, u”)(x) dx. 
i 1, 

As above, the cell average if found by applying the 
divergence theorem to (2.1) on the trapezoid with corners at 
(Xjkl, At”), (sj+l, o),j~Y~+‘; giving 

1 
t-;+l=- I Ax I, 

u”(x) dx 

1 -- 
Ax 

u”)(xj+ 1)) dt 

- I dPf(y(t> u”)(xj- 1) )  dt 9 

> 

(2.10a) 
0 

where 

s 
3Pf(~(t, O(xik 1)) dt 

0 

I 
+r 1 

= u”(x) dx 
Sli I 

+ At”(f (u”(sj, 1) )  

-f’(““(sj+l))‘u”(sj~I)). (2.10b) 
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We summarize the procedure for nonlinear scalar where Var(u)l, denotes the variation of u on the interval I. 
equations: Given u”(x): Defining an approximate solution r/(x, t) of (2.1) by 

( 1) For each ,j E 9” solve the scalar nonlinear equation 
uqx, t) = f Y(t- t”, u”)(x) Xct”.rn+L,(t), (2.13) 

f’(u”(s)) At” + s =x,, n=O 

for the unknown sj and evaluate Y(At”, u”)(x,) = u”(sj). 
(2) ForeachjEy”+’ compute the exact cell average of 

Y( At”, u’), using formula (2.10). 
(3) Set P+‘(x) = 9”+ ‘(Y(At”, u”))(x), using the infor- 

mation obtained in (1) and (2) above. 

Repeat (1 )-( 3) to advance the approximation to successive 
time levels. 

We now demonstrate some desirable properties of the 
procedure presented above. 

LEMMA 2.2. Given (2.6) we have for each j E f” + ’ 

min u”(x) < ii;+’ d max u”(x). 
-~~C+lJ,-tl -XE cs,-l,.~,,ll 

Proof (Sketch). Consider the quantity 

1 
5 

s, + L 

dx s,-, 
u”(s) dx( u”; s), (2.11) 

where the integrand above is taken in a distributional sense 
at the point of discontinuity x,. Condition (2.6), together 
with integration by parts reveals that (2.11) is equal to z?y + ‘. 
Following Brenier [2], it can be shown by a change of 
variables that (2.11) is also equal to 

1 
I 

x,+ L 
dx 

Y(At”, u”)(x) dx, 
-x, t 

where F(t, u) is the transport-collapse operator. Since the 
transport-collapse approximation satisfies the result of the 
lemma, it now follows that ii;+ ’ does as well. 1 

At this point we impose the following requirements on the 
local reconstruction operator Bj. For each j E I” and every 
continuous function u(x), we require that 

j,, gj (U)(X) dx = II, U(X) dx, (2.12a) 

we have the following theorem. 

THEOREM 2.1. Suppose the reconstruction satisfies (2.12) 
and u0 has bounded total variation. Moreover, suppose that 
each At” satisfies (2.6) and that there is a constant c > 0 inde- 
pendent of Ax and n such that At” b c Ax. Then there is a 
sequence of Ax’s tending to zero and a weak solution of (2.1), 
say u(x, t), such that z/(x, t) + u(x, t). Furthermore, u“ 
satisfies the untform estimates 

min h(x) < 4x, t) d max U,(X), 
YER .Y t R 

Var(ud( ., t)) < Var(u,), 

for all t > 0. 

Remark. The point values and cell averages need not be 
computed exactly for the results of the theorem to remain 
valid. For example, one could approximate the solution sj of 
(2.8). If the resulting approximate cell average tiy + 1 satisfies 
the estimate of Lemma 2.2, the results of Theorem 2.1 
remain true at discrete times t”. 

Finally, we assume that (2.1) is a hyperbolic system of 
equations. Specifically, let u E R” and f (u) E R” and suppose 
the Jacobian matrix off(u), denoted here by Of(u) E R” x m, 
has m real eigenvalues n,(u), k = 1, . . . . m, and a complete set 
of eigenvectors. The characteristic equation (2.7) is replaced 
for systems by 

xk(u; s) = /lk(u(s)) At” + s, (2.14) 

for k = 1, . . . . m. Unlike the scalar case, we cannot expect u or 
any function of u to be constant along characteristics, 
unless, of course, f (u) is linear or u is constant. Nevertheless, 
we mimic the scalar approach taken in (2.8)-(2.10). Given 
u”(x), for each jE f” and each characteristic family 
k = 1, . . . . m, solve the characteristic equations 

xk(""; sk, j) = x~> (2.15) 

and for all x E I,, 
for the unknowns s~,~. Evaluate I,, j = Ik(un(sk, j)), where 
Ik(u) is the kth left eigenvector of Of(u) and II,, j = 

and 

min u(x) < gj(u)(x) < max u(x), 
XEl, xcl, 

(2.12b) 
IZk(un(sk, j)). Note that the linearized characteristic 

Xk,,(t)=Ak,jt+Sk.j 

Var(~j(u))l~, Q Var(u)lI,, 
goes through the points (Sk,& 0) and (x,, At”) for each 

(2.12~) k = 1, . . . . m. Again, let 9’( t, v)(x) represent the vector valued 
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solution operator of (2.1) with initial data V(X) E R”‘, and to to second order, where the error 
simplify notation let U”(S). 

Remark. Higher-order Taylor approximations can be 

represent the exact solution of (2.1) with data u”(x) along 
the line (xk, j( t), t). Using (2.1), we have that 

constructed as above along the linearized characteristics. 
However, these would require evaluation of at least second- 
order derivatives off‘(u). 

Therefore, by Taylor’s theorem we find that 

G, j%,j(f) = G,#Y%,) + Wf”h 

and a similar calculation yields 

(2.16a) 

1:,j(f(Y7k,,(t))-~l(,j.CY/k,j(t)) 

= G,j(fWh,j)) 

- Ak,j . Un(Sk, j)) + o(r2). (2.16b) 

The solution UT + ’ of the m linear equations, 

1: p:‘f’ = IL. jUnCSk, i)Y (2.16~) 

determines Y(dt”, u”)(x,) to second order. (The linear 
system is always well conditioned provided that u”(x) has 
small local variation.) To determine a second-order flux 
approximation we apply the divergence theorem to (2.1) 
over the triangle defined by the points (x,, 0), (x,, At”), and 
(s,+ 0) to find that 

s di”f(9’(f, u”)(xJ) dt 
0 

= 
s 

11 
u”(x) dx 

sk., 

+ J""" (f(%,j(t)) -  A/c,j. Yk,i(t)) dt. (2.16d’) 
0 

Multiplying (2.16d) by if,j and inserting (2.16b) into the 
result, the solution f; of the m linear equations, 

1; jfi” = l:, j $ s’ u”(x) dx 
Sk., 

determines 

is a smooth function 01’ 

We summarize the procedure for nonlinear hyperbolic 
systems. Given P(x) E R”: 

(1) For each je 2” and k = 1, . . . . m solve 

&(U”(S~, ,)) At” + S&, , = x, 

for the unknowns sk,, and evaluate each of the following: 
u’%~,,), &(OS~,,)), UU’YJ~,,)), andf(u”h.,)). Then solve 
(2.16~) for the approximate endpoints u: + ’ and solve 
(2.16e) for the approximate flux termsf;. 

(2) For each Jay”+’ compute the approximate cell 
averages of Y(dt”, u”), 

(3) 
is an 

Setu”+‘(x)=~~+‘(~(dtn,Un))(x), where.p(dt”,u”) 
approximation to the exact solution ,Y(dt”, u”) 

obtained from endpoints and cell averages determined in ( 1) 
and (2) above. 

Repeat (l)-(3) to advance the approximation to successive 
time levels. 

Remark. Formulae (2.16~) and (2.16e) yield exact 
information for linear systems. Therefore, the results of 
Theorem 2.1 remain valid for linear systems where 1: u takes 
the role of u found there. 

We now consider nonlinear systems of equations in two 
space dimensions. The discussion is restricted to two dimen- 
sions for ease of presentation only. 

We apply the procedure of dimensional splitting. 
Consider the conservation law 

Given z&x, y) approximating u(x, y, t”), perform two 
x-sweeps to generate an approximation 27(x, y) to u(x, y, t) 
at t= At”+ At”+‘, where 0(x, y, t) is the solution to 

$+-$f(u)=O 
4% y, 0) = U%, VI. 
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Then perform two y-sweeps to generate an approximation procedure described above. As is usually the case, however, 
u”+‘(x, y) to u(x, y, t) at t = dt” + At”+‘, where w(x, y, t) is we cannot prove that the multidimensional variation of the 
the solution to approximation remains uniformly bounded. 

-$+J&v)=O 
2.2. Reconstruction from Cell Averages and Point Values 

8Y The most straightforward cell average preserving 
w(x, y, 0) = iqx, y). reconstruction is to set the local reconstruction equal to the 

cell average. This piecewise constant reconstruction leads to 
Using the notation above with x and y subscripts denoting the well-known Lax-Friedrichs difference scheme. As is also 
directions in which to apply the S%? and Y operators, well known, this scheme performs poorly due to first-order 
compute accuracy and excessive numerical diffusion. We begin our 

discussion of higher order reconstruction by considering 
ijn=9t;+2(Yx(&n+1, ~~+‘(~x(Atn, u”)))), the scalar equation. A piecewise linear reconstruction is 

obtained by the following recipe. Define the “minmod” 
and then function S(x, y) by 

u 
n+Z=gp+Z 

.v &W”+ ‘3 8;’ ‘(L$(At”, ii”)))). sgn(x).min(Ixl, lyl), if x.ydO 
w7Y)= o 

1, if x.y>O, 
Two consecutive time steps are performed in each direction 
in order to avoid dealing with multidimensional staggered 
grids. To symmetrize treatment of x and y, alternate the define thejth cell average of u(x) by 
order of x and y sweeps. 

A complication arises from the use of points values in the 1 
reconstruction operators: With a standard dimensional 

$ = - 
s Ax I, 

u(x) dx 

splitting procedure, after the x-sweeps there would be no 
values available for point values needed for the initial 
y-sweep reconstruction, and vice versa. We overcome this 

and normalized cell end point values by 

difficulty by representing all two-dimensional functions 
u”(x, y) and $(x, y) in the form {v~,~: i, je integer}, where 

&=u(xj~,)-u,’ 

22, = 24(x,+ ,) - ii,. 
1 

IS Ax Ay I, 
4x9 Y 1 dx 4, iE$O, jEy” 

I, A particular linear local reconstruction of u(x) using exact 

vi. j= 
$ j u(xi, Y) dy, ifzy’, jE$O 

point values and cell averages can be built in the usual 

4 
minmod fashion; 

’ I 1 - 
i Ax I, 

U(X, Yj) dx, 

u(xi2 Yj), 

During an x-sweep of the splitting procedure, along lines in 
x with jc #JO, we perform the one-dimensional x algorithm 
on x quantities averaged in y over Ij. Along lines in x with 
jc f ’ we perform the one-dimensional x algorithm on 
quantities associated with points yj. The roles of x and 
y above are reversed during a y-sweep. In this manner 
we always maintain necessary quantities needed by the 
reconstruction operators. Unfortunately, this approach 
requires more work than a standard dimensional splitting 
procedure-twice as many sweeps in two dimensions and 
four times as many sweeps in three dimensions. 

For a scalar multidimensional equation, the maximum 
principle remains in effect for this dimensional splitting 
procedure when it is combined with the one-dimensional 

~j(U)(X)=Uj+L 
(x-x,) 

Ax 3 (2.17) 

where 

L(a, b; 0) = 2S(a, b)O, 

so that gj(u)(x) is the unique continuous piecewise linear 
function with c%~;.(u)(x~+ i) = Uj- S(ti,, zi,) and Tj(u)(x,+ i) 
= tij + S(z&, z&J. The formula above is exact when acting 
on linear functions. It is also easy to verify that formula 
(2.17) satisfies all the requirements of (2.12). In a sense, 
however, this linear formula wastes point value information. 
As defined in (2.17), gj(U)(X) usually can take on only one 
of its point values. By increasing the number of degrees of 
freedom in the basic interpolation to three, both point 
values and, hence, more information can be honored in the 
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reconstruction. We are therefore led to consider a piecewise 
quadratic reconstruction of the form 

Bj(u)(x)=U,+Q , 

where 

Q(a, b; 0) is the unique quadratic function with the 
properties that Q(a, b; i) = a, Q(u, 6; - i) = b, and 
j’$ Q(a, b; 0) d% = 0. While this reconstruction is designed 
to satisfy (2.12a) and to be exact when acting on quadratic 
functions, one easily sees that it can violate (2.12b). Possible 
overshoots can be eliminated in a variety of ways by 
modifying the point values fed into the formula for Q. 
One possibility is the modified quadratic 

B,(u)(x) = tij+ Q 
i 

S(&, 2&), S(ii,, 2ti,); y 
> 

, 

(2.18) 

which can be shown to damp out all the overshoots coming 
from the basic quatratic reconstruction. Moreover, it is 
possible to modify (2.18) in such a way so as to recover the 
quadratics exactly. We refer the reader to [13 or 141 for 
further details on this topic. 

The performance of the high order reconstruction 
methods above, combined with the evolution algorithm 
from Section 2.1, is surprisingly good [ 131. This fact runs 
contrary to the generally held belief that staggered grid 
methods such as the Lax-Friedrichs scheme are easy to 
program but overly diffusive. Numerical results indicate 
that the high order staggered grid methods in [ 13, 141 are 
excessively diffusive only when dealing with very small CFL 
numbers, especially with linear waves. In fact, discontinuity 
smearing from these methods is most pronounced when 
solving the equation U, = 0 and clearly should be expected in 
this case. This shortcoming can be completely eliminated by 
allowing the local reconstruction to have a hinge at the 
center of its cell of definition. 

Consider the basic hinged linear reconstruction, given by 

(x-x1) 99j(U)(X) = u,+H li,, &; Ax ( > 
, 

where 

H(a,b;8)=2(a+b)lOl+(a-b)8-(u+b)/2. 

H(a, b; 0) is the unique continuous piecewise linear func- 
tion, hinged at the origin, with the properties that 

H(a, b; 4) = a, H(u, b; - 4) = h and J”,f z H(u, h; fl) d0 =: 0. 
As with the quadratic formula above. the hinge formula 
automatically satisfies (2.12a) but may violate !2. I2h) 
unless limited. To limit, we modify the point values being 
fed into the formula for H as 

(2.19c) 

where S(x, y) is the “minmod” function defined above. We 
find it convenient to write (2.19a) as + r (-x - xi) ----jy ( uL + 3oR) 

uL + UK -~ 

Bj(U)(X) = ii, + 
2 

if X&X, 

- v (3vL+ *R) 
(2.19b) 

uL + uR -~ 
2 

if .Y<x,, 

where 

YL = S(&, pi,) 

UR = S(&, pig. 

By inspection, p = 3 is the limiting case in the definition 
above to ensure that no interior extrema are created. It is 
easy to show that (2.19) yields a reconstruction which 
satisfies all requirements (2.12) for any choice of parameter 
p with 0 < p < 3. In fact, setting p = 0 recovers the first-order 
piecewise constant reconstruction and setting p = 1 recovers 
the usual piecewise linea minmod reconstruction. Figures 1 
and 2 illustrate situations where the difference between the 
reconstruction operators are most pronounced. Figure 1 
depicts the hinged reconstruction (2.19) using p = 0, I, 3 
and the quadratic reconstruction (2.18) both acting on a 
function with cell average Uj = 1 and endpoints u(x,~ ._ i ) = 0, 
u(x,+ ,) = 5. Figure 2 depicts the results of applying 80 time 
steps of the staggered grid procedure to the equation 

d 
at u=o 

if Ix-O.51 60.05 
otherwise, 

with Ax = 0.01, using the same reconstructions as in Fig. 1. 
Except for the hinged reconstruction using p = 3, the results 
are excessively smeared. By far the most diffusive results are 
for the piecewise constant Lax-Friedrichs reconstruction. 
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(2) For eachjE2”+’ obtain the new approximate cell 
average from the formula 

,y+'=- :, j u"(x) dx - Of;+, - f;- ,I, II 

(3) The HINGE reconstruction operator defined by 
(2.19) is used to generate the approximate solution z.P + ‘(x) 
at time t”+ ’ defined in the interval Zi, Jo f”+ ‘, by 

Unfl(X)=Bj(Un(Sj~,), ii;+‘, 
U=(Sj+ 1); (X-Xj)/AX). 

The notation in (3) reflects the fact that (2.19) is applied 
to approximate cell averages and endpoints. The only sim- 
plification above compared to the algorithm presented in 
Section 2 is the use of the frozen backward characteristic 
equation. 

For a system of m > 1 equations it is appropriate to 
organize the computations so that the reconstruction 
operator precedes the approximate solution operator and 
uses the same eigenvalue-eigenvector expansions. We tart 
with the unreconstructed approximate solution represented 
in each cell Z,, j+a f”, by the values u”(xj- i), ti;, u”(xj+i). 
For each jEyn we evaluate &(tiy), Zk(iiy), rk(tiy), 
k = 1, . . . . m, where A,(U), Z,(U), rk(u) are respectively the 
eigenvalues, left eigenvectors, right eigenvectors of the 
matrix Df(u). The eigenvectors are normalized so that 
Zk(u) .T~,(u) = Lik,k,. Therefore, 

Df(ii;) = RjAjL; = RIAjR,,yl, 

where 

L, = (ll(zq, . ..) I,(q) 

Aj = diag(Al(ii,“), . . . . L,(z?y)) 

Ri= (r,(ii,“), . . . . r,,,(iiy)), 

For the equations of gas dynamics, the eigenvalues and 
eigenvectors of the Jacobian matrix Df(u) can be computed 
analytically and relatively inexpensively, and Df( u) for 
these equations is never evaluated directly; see the 
Appendix. In more general situations, an appropriate linear 
algebraic eigenvalue routine must be used. 

We now compute the reconstruction u”(x) from point 
values and cell averages. As in (2.21), we change these 
values into characteristic variables. For j E 2” we set 

c; = L,fu”(x,_ ,), c,= Ljiii”, 

c,” = L.;u”(x,+ ,). 
(3.1) 

For k = 1, . . . . m we compute normalized limited charac- 
teristic endpoint values according to the reconstruction 
(2.19b) 

ck,~=s((ck,j-'k,j)? 3(cE,j-'k,j)) 

C k”,,r = S(($ j - Pk. j), 3(ck,, - G,))’ 
(3.2) 

where S(x, y) is the minmod function. cLH and cRH repre- 
sent limited hinge reconstruction endpoint values minus the 
cell average C. We also compute limited characteristic 
midpoint values 

cy = Ck, j - (CT;,: + cF,Y)/2. (3.3) 

To advance the approximation to the next time level, we 
need, as in the scalar case, 

sk, j = xi - Ak(ti;) At” 

or equivalently, 

o* = - a”n,(iq 

c;y = 2(cF,T + cg le*I (3.4) 

+ (cyj - c;,p* + CpjT 

For systems, SHINGE only computes part of the numerical 
flux in characteristic variables. This reduces the number of 
evaluations off(u) to one per grid cell. We set 

or, equivalently, 

(X - x,)/Ax) dx - A,( ii;) . C;; 

(cf);;jtial = ;(cpy - c;,“i) d&i;), (3.5) 

which follows by explicit integration of the HINGE 
reconstruction. Changing back into the conserved variable, 
we compute for each j E 2” 

u”(xjp 1 + 0) = Rjc/LH + ii; 

u”(xj+ 1 - 0) = Rjc,FH + iii” 

u”+~(x~) = RjcTH 
(3.6) 

jytial = Rj (g-Ipartial, 

and to complete the evaluation of the numerical fluxf;, we 
evaluatef(u”+‘(xj)) and set 

f:=fiparti=‘+f(U”+l(Xj)). (3.7) 
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Finally, to determine the new approximate cell average at 
time level n + 1, for eachj6 f”+ ’ we compute 

u:+‘=a(u”(x,_,)+u”(x,-0) 

+~“(Xi+O)+Un(Xj+,)) 

somewhat more diffusive than SHINGE for all problems, 
demonstrating the advantage of using characteristic infor- 
mation when it is available. In practice, SHINGE remains 
our current method of choice, as the simplest method 
that reliably achieves resolution comparable to the other 
variants. 

- of-;+, -f,“.. , ). (3.8) 
4. NUMERICAL RESULTS 

This completes the calculations for one time step. 

Remark. The number of matrix vector multiplies in 
(3.1) and (3.6) can be reduced from 7 to 6 by modifying 
f partia’ so that the average of the reconstruction over the 
staggered cell at time level n is included in the flux terms. 

All results presented here were performed on a Cray 
XMP computer using SHINGE. For comparison purposes, 
results are presented on the same grids, to the same final 
times, and with the same values plotted as in [ 15, 161. 

In all two-dimensional examples, time steps are chosen so 
that the input parameter CFL = 0.8, where 

Our computational treatment of dimensional splitting 
appears to be standard. We store only one two-dimensional 
array containing the representation of un(x, y) in the format 
of Section 2.1. Before each double sweep over a one-dimen- 
sional line, we copy the relevant parts of u”(x, y) into 
temporary one-dimensional arrays. This saves substantial 
storage and incurs only minor CPU overhead. 

At”+APf’=CFLmin 
i. i, k 

In our codes, the key computations (3.2)-(3.8) are all per- 
formed in one vectorizing double loop on k andj, requiring 
about 20 Fortran statements. All loops on j in our code 
vectorize using standard Fortran. The codes solving the 
“ramp” and “step” problems presented in the next section 
each have fewer than 500 Fortran statements, including 
about 120 statements to evaluate eigenvalues and eigenvec- 
tors and 110 statements to set up storage and write output 
files. For two-dimensional gas dynamics, m = 4, and the 
subroutines that require the most CPU time are the matrix- 
vector multiply routine used to change to and from charac- 
teristic variables (around 40% of total CPU time), the 
routine performing computations (3.2)-( 3.8 ) (30 % ), and 
the routine to evaluate eigenvalues and eigenvectors of the 
matrix DF(u) (25 % ). 

where lb” are the eigenvalues of Df(u) and I”-” are the 
eigenvalues of Dg(u). Timesteps for the one-dimensional 
examples are chosen similarly. 

Boundary conditions are enforced by the “lictitious cell’ 
method. For example, a reflecting left boundary condition 
at x0 = 0 is handled by setting 

(““(x, ))k = ok(un(xO+ ))k 

(UT-,)k = ck(fi;)k 

(u”(x’,)), = gk(U”(X2- ))k, 

We experimented with variants of SHINGE that avoid 
some of the drawbacks (1.4)-( 1.6). One variant was applied 
on a fixed, non-staggered grid, allowing us to increase the 
timestep stability limit to its usual value. Initial data for 
tracebacks were made continuous by, essentially, applying 
“phantom” staggered grid timesteps with At = 0. For the 
ramp problem described in the next section, this method 
required extra limiting along the lower boundary to keep 
the “jet” located at x = 2.6 in Fig. 9 from shooting ahead 
and impinging on the shock located at x = 2.8 (whether the 
jet actually interacts with the leading shock or not has not 
yet been justified by theoretical considerations). Otherwise, 
results were very similar to SHINGE. Another variant 
avoided drawback (1.6) by replacing characteristic 
traceback to determine predicted point values with PPM- 
type bicubic interpolation [4]. The resulting method was 

where ck = - 1 when the k component corresponds to the 
normal velocity, and ok = 1 otherwise. An inflow or outflow 
left boundary condition would be handled by setting 
un(xo+), UY 1, and u”(x:,) to specified boundary values. 
Note that the three values set correspond to one cell, two 
point values and one cell average. 

We now briefly describe our four test problems: “Sod,” 
“Lax” [ 151, “step,” and “ramp” [16]. The Sod and Lax 
problems are one-space-dimensional with m = 3 and 

where p, u, E, and p are respectively density, x-velocity, 
total energy per unit mass, and pressure of a y-law gas with 
y = 1.4. The pressure satisfies the equation of statep = 0.4pe, 
where e = E - u2/2 is the internal energy per unit mass. The 
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Even when p = 3, (2.19) may chop off local extrema in U. 
This can be avoided by tracking extreme values of u from 
the previous time step and limiting the reconstruction only 
if the tracked values are violated. One way to do this is to 
let B denote the normalized relevant extreme value of U(X) 
over the interval Z, defined by 

1 max (24) - iij, if x+y<O 
B(x, y) = li 

min (u) - 27,, if x + y 30, 
I/ 

and define a limiter S,(x, y) by 

SAX”)= sgn(x).min(lxl, 12xZ?(x,y)l/lx+y(), 
if x.y>O. i 

w(x) .min(lxl, P&x, ~11 + IA 1, 
if x+ybO 

Notice that S,(ti,, z&) is contained in the interval [0, tiR] 
and SE(tiL, tiR) is contained in the interval [O, &I. 
Moreover, S, is constructed so that 

/ 
,/ 

//I /i 

is contained in the interval [0, &iiL, a,)]. Therefore, 
inserting this limiter into the basic hinge formula, we have 
that 

Bj(U)(X)=Uj+H S,( t i , ,  tiL)> S,( t i , ,  tiR);y 

(  > 

(2.20) 

yields a reconstruction which satisfies all requirements of 
(2.12). Moreover, (2.20) is exact when acting on any 
function of the form H(a, b; (x -x,)) + c. 

Remark. Computing the exact value of the relevant 
extreme value of Y(dt, u”)(x) over cell Zj is not necessary to 
retain the discrete time results, of Theorem 2.1. The extreme 
value of u”(x) over the domain of dependence [s,- , , s,+ 1] 
for cell Ii will suffice in order to guarantee the stability 
results found in the theorem. While limiting in this manner 
does not reflect the possible extremum decay from nonlinear 
interactions-over a single time step, numerical results have 
always justified this approach. 

FIG. 1. Hinge reconstruction with respectively p =0, 1, 3 and 
quadratic reconstruction on test data with cell average equal to 1, left 
endpoint equal to 0 and right endpoint equal to 5. 
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0 0 

0 0 

The scalar reconstructions above are generalized to 
systems of equations by limiting in the characteristic com- 
ponents (., lk,,). Specifically, let I,:, = /,(U,) and let rk,, = 

rk(llj), where rk(u) is the kth right eigenvector of Df(u) nor- 
malized so that (I,,Ju), Ye,) = 6,,,,. Here (., .) denotes the 
usual vector inner product and a,.,, denotes the Kronecker 
delta. Set 

$(U)(X) = i i%!jk’(u)(x) ‘rk,l, (2.21) 

where the scalar WJk)(~)(x) is computed using one of the 
scalar reconstruction algorithms (2.17 )( 2.20j0  Tr 57.471-0.1028  Ta82l6  Tr 0.3808  T471�,190  Trs86,74e7,41-0.1028  Ta82l6  Tr 0.3808  T471�,1 Tc 0.0394 033TD 3e5ou9or -0.009  Tc -0..71436 0  TD o817 
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sound speed is c = (1.4p/p) 1’2 The one-space-dimensional . 
conservation laws we approximate are therefore 

The step and ramp problems are two-space-dimensional 
with m = 4 and 

g(u) = 

where here v is the y-velocity and e = E - (u2 + v2)/2. The 
two-space-dimensional conservation laws therefore have 
the form 

The Sod and Lax problems are simple Riemann problems 
given respectively by the initial data 

(P(X)? u(x), P(X)) = 
i 

(ho, 1) if xCO.5 
(o.125, o, 1) if x20.5 

and 

((0.445, 0.698, 3.528) 

(P(X), u(x), P(X)) = 
{ 

if x < 0.5 
(o.5, o, o.571) 

I if x90.5. 

100 equally spaced grid points are used over the interval 
[0, l] for both problems, with Tfinal = 0.18 (corresponding 
to 97 half time steps with CFL = 0.8) for the Sod problem 
(Fig. 3), and Tfina, = 0.15 (corresponding to 176 half time 
steps) for the Lax problem (Fig. 4). 

The step problem is solved on the domain (x, y) E 
(0, 3) x (0, 1) with the “step” (0.6, 3) x (0, 0.2) omitted; 
t runs from t = 0 to t = 4, and the initial data are 

4x, y, 0) = &I(& Y) = . 

Low0 , 

6 0 
0 

0 
0 

-* 

0 
0 

0 
0 

0 
0 

0 
0 

" 
0 

0 
0 

0 
0 

0 
0 

0 

FIG. 3. The density, pressure, and velocity for the Sod problem with 
Ax=&. 

581/101/2-7 
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FIG. 4. The density, pressure, and velocity for the Lax problem with 
Ax=&. 

The boundary conditions for boundaries A-F in Fig. 5 are 

A : u(x, y) = u,(x, j,) 

B : reflecting 

C : reflecting 

D : reflecting 

E: outflow 

F: reflecting. 

Numerical treatment of the reentrant corner G is crucial. 
The treatment here can easily affect the results more than 
the choice of interior difference scheme. We use the method 
outlined in [ 161. In Fig. 5, seven cells near corner G are 
depicted with labels “a” and “b.” We reset u in the six cells 
labelled b based on the value of u in cell a. In each cell b, we 
reset 

Pb = ~a(hha)“‘~4 

and then use this new value to compute 

51 = bt + v3/2 + 1.4(Pa/k3 - Pb/Pb) 

(4 + fm 

and reset the vector u in cell b to 

(Pb, @pb”b, @&ub, 2.5p, + “‘,?,,(u; + 4)/2)‘. 

The procedure outlined above in effect imposes an assump- 
tion that the flow is nearly steady in a region about the 
corner. In rare instances, computed pressures near the 
corner become slightly negative. When this occurs we reset 
the pressure to a small positive value and proceed. We have 
never encountered any degradation in results due to this 
practice. 

Figure 6 depicts the density at t = 4 for the step problem 
on three grid refinements, Ax = Ay = &, Ax = Ay = l/40 and 
Ax = Ay = l/80. Thirty equally spaced contours are dis- 
played with extreme contour values given by the extreme 
values of the approximation. 

1 000 f 

0 500 

0.000 

RHOT = 4.0000 
- 

P 

n II 
t 

t 
1 0 :1 0.000 1.000 2 000 

FIG. 5. The step problem domain. 

00 
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RHOT = 4.0000 

1.000 

RHOT = 4.0000 The boundary conditions are 

o.ooo.! 1 ?I.‘. ! 
0.000 I.000 2.000 3.000 

RHOT = 4 0000 

1 .ooo 

0.500 

FIG. 6. The step problem density at t =4 with Ax= Ay= f, 
Ax=Ay=&and Ax=Ay=&. 

The ramp problem is solved on the domain (x, y) E 
(0,4) x (0, 1) with t running from t = 0 to t = 0.2. The initial 
data are 

u(x, y, 0) = 
i 

uL 
for y b h(x, 0) 

UR for y < /2(x, 0), 

where the state on the left, the state on the right, and the 
shock height are 

uL = (8, 57.1597, -33.0012, 563.544)’ 

uR( 1.4,0, 0, 2.5)’ 

h(x, t) = J3(x - ;, - 20t. 

1.000 ““““” “““’ “““““t 
4 E F 

I 

,’ [ 

0.500 A D : 

1 
B c 

0.000 r 
0.000 I 000 2.000 3.000 

FIG. 7. The ramp problem domain. 

Data uL and uR correspond to a Mach 10 planar shock 
(y = 1.4) at an angle of 60” with the x axis. The boundary 
conditions for boundaries A-F in Fig. 7 are time-dependent. 
(Note that only part of the computational domain is 
displayed. The actual domain extends in x to x = 4). The 
location of the point separating boundaries E and F is 

x,,=;+& +20t). 

A: u(x,y)=q 

B: sameas A 

C: reflecting 

D : u(x, y) = UR 

E: same as A 

F: same as D. 

The point (i, 0) corresponds to the corner of the ramp and 
points (x, 0) with x > d lie on the sloping part of the ramp. 
Note that initial and boundary conditions in cells along 
the upper boundary which are intersected by h(x, t) use 
appropriate averages of uL and uR. 

Figure 8 depicts the density at t =0.2 for the ramp 
problem on two grid refinements, Ax= Ay= 6 and 
Ax = Ay = &. Figure 9 depicts the density, pressure, 
x-velocity, and y-velocity at t = 0.2 on a grid with 
Ax = Ay = &. This final run required approximately 2200 

RHOT = 0.2000 

0.500 

0.000 
0.000 LOW 2.000 3.000 

RHOT = 0 2000 
l.OOOj ’ ’ j 8 ’ ’ j / ’ ’ ’ a t 

0.500 

0.000 
0.000 I.000 2.000 3.000 

FIG. 8. The ramp problem density at I = 0.2 with Ax = Ay = & and 
Ax=Ay=& 
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RHOT = 0.2000 
I.OOOj' "',","" """',"."'., 't 

0.500 

0.000 
0.000 1.000 2 000 3 DO0 

PREST = 02000 
1oooj----- ” 1 ” b 

0.500 

0.000 
0.000 1000 2.000 3 000 

VELXT = 0.2000 

0.500 

0.000 
0.000 2.000 3 000 

VELYT = 0.2000 

0.500 

0.000 
0.000 I.000 2.000 3 000 

FIG. 9. The ramp problem, density, pressure, x-velocity, and 
y-velocity at r = 0.2 with Ax = Ay = 8. 

Cray CPU seconds. Again, 30 equally spaced contours are 
displayed with extreme contour values given by the extreme 
values of the approximation. 

APPENDIX: THE JACOBIAN MATRICES 
OF 2 - d GAS DYNAMICS 

The eigenvalue expansion of the 4 x 4 matrix 
A”(u) = Df( 24) is 

A”(u) = R”(u) nx(u)(L*(u))~ 

= R”(u) nx(u)(Rx(u))-‘, 

where 

i 

I 1 0 I 

R’(u) = 
U--c u 0 U+C 

v v P v 
). 

\so - s7 + sg so pv so + s7 + sg/ 

/i”(u) = diag(u - c, u, u, u + c), 

and 

bOt sl? s3, s4,s5> 36, .y7,%) 

= ((u’ + u2)/2, - 1/(2c), 1/(5c2), 

- u/(2c), (24’ + v2)/( 10c2), 

u/( 5c2), u/( 52), cu, 2.5c2). 

The eigenvalue expansion of the 4 x 4 matrix A ‘(u) = Dg( u) 
is 

A-“(u) = Ry(u) AY(~)(L~v(~))f 

= R”(u) AJ’(u)(R-“(u))-‘, 

where 

and 

1 1 0 1 

RY(u)= ’ ’ -’ ’ 
v-c v 0 v+c ’ t, - t, + t, to -pu to+t,+t, r 

n’(u) = diag(v - c, v, v, v + c) 

/- t,+t‘j -t, t,---t, t2 \ 

\ t3+t4 -t, -t,-tt, t2 / 

ctO, tl, t2t t3> t4, t,, t,, t,, t8) 

= (( u2 + v2)/2, - 1/(2c), l/( 5c2), 

- v/(2c), (u2 + v’)/( 10c2), 

v/(5c2), u/(Sc*), cu, 2.5~~). 
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